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Abstract

The terrestrial carbon (C) cycle has been commonly represented by a series of C

balance equations to track C influxes into and effluxes out of individual pools in

earth system models (ESMs). This representation matches our understanding of C

cycle processes well but makes it difficult to track model behaviors. It is also com-

putationally expensive, limiting the ability to conduct comprehensive parametric sen-

sitivity analyses. To overcome these challenges, we have developed a matrix

approach, which reorganizes the C balance equations in the original ESM into one

matrix equation without changing any modeled C cycle processes and mechanisms.

We applied the matrix approach to the Community Land Model (CLM4.5) with verti-

cally-resolved biogeochemistry. The matrix equation exactly reproduces litter and

soil organic carbon (SOC) dynamics of the standard CLM4.5 across different spatial-

temporal scales. The matrix approach enables effective diagnosis of system proper-

ties such as C residence time and attribution of global change impacts to relevant

processes. We illustrated, for example, the impacts of CO2 fertilization on litter and

SOC dynamics can be easily decomposed into the relative contributions from C

input, allocation of external C into different C pools, nitrogen regulation, altered soil

environmental conditions, and vertical mixing along the soil profile. In addition, the

matrix tool can accelerate model spin-up, permit thorough parametric sensitivity

tests, enable pool-based data assimilation, and facilitate tracking and benchmarking

of model behaviors. Overall, the matrix approach can make a broad range of future

modeling activities more efficient and effective.
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1 | INTRODUCTION

Terrestrial ecosystems absorb approximately 30% of the anthro-

pogenic carbon dioxide (CO2) emissions, which partially*Authors co-lead the research.
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counterbalances anthropogenic CO2 emission and, thus, plays an

important role in mitigating future climate warming (Canadell et al.,

2007). The scientific community relies strongly on global land carbon

(C) models to synthesize mechanisms that regulate land-atmosphere

CO2 exchanges, quantify responses of land CO2 fluxes to external

forcing, and predict future land C-uptake strength (Ciais et al., 2013).

For example, predictions of future CO2 dynamics in the 5th Intergov-

ernmental Panel on Climate Change (IPCC) report are primarily derived

from global models (with the land C model as a key component) partic-

ipated in the Coupled Model Intercomparison Project Phase 5

(CMIP5). Despite their importance in climate change assessment and

research, global land C models possess some inherent shortcomings,

such as low traceability due to their complexity, large computational

resources required for spin-up, and computational costs being too high

to conduct thorough sensitivity analysis (Friedlingstein et al., 2014; Lu,

Wang, Ziehn, & Dai, 2013; Luo et al., 2009; Washington, Buja, & Craig,

2009). It is imperative to develop innovative approaches to make glo-

bal models a more effective tool for C cycle research.

Global land C models typically represent hundreds of biophysical,

biogeochemical, and ecological processes interacting with each other

across different spatial-temporal timescales to mimic real world C

dynamics. C dynamics can be conceptually described by a series of C

balance equations, capturing C input through photosynthesis, transfers

among compartments, losses through respiration and land use or dis-

turbances. However, sophisticated behaviors arise when model struc-

tures (e.g., the number of C pools and explicitly represented processes)

differ, model parameters vary, and/or initial and boundary conditions

(e.g., temperature) evolve with system dynamics. Without a systematic

framework, it is difficult to disentangle contributions from a specific

component to the final model outputs, as each element can potentially

interact with other elements of the system. The soil organic matter

(SOM) decomposition rate, for example, is regulated by temporal and/

or spatial varying vegetation characteristics (e.g., litter quality and

rooting depth), soil thermal dynamics (e.g., soil temperature and

freeze-thaw cycle), hydrological conditions (e.g., soil moisture), edaphic

factors (e.g., soil texture), redox status, and nutrient levels (Luo et al.,

2016). SOM decomposition, on the other hand, can potentially feed

back to all of these processes through different mechanisms. In addi-

tion to being complex, global land C models are computationally

expensive. Land C models, mostly due to slow soil C processes, take

long time to stabilize. With a typical 1° 9 1° spatial resolution, it nor-

mally takes thousands of processor hours to spin-up a model to the

steady state (Washington et al., 2009), which is normally not afford-

able to most of the scientific community, and which becomes particu-

larly expensive when varying parameters, such that every parameter

perturbation must be equilibrated separately.

The complex nature of these global models and associated high

computational costs limit our understanding of model results. For

example, simulated land C fluxes in CMIP5 range from a source of

165 PgC to a sink of 758 PgC accumulated over 1,850–2,100

(Friedlingstein et al., 2014). Reasons for such a large discrepancy

among models are difficult to track and the credibility from modeling

are discounted. As they develop, land C models tend to incorporate

more and more processes, making them more complex. For instance,

microbial activities (Wieder et al., 2015), soil C vertical profiles (Koven

et al., 2013), plant species interactions (Fisher et al., 2015; Weng

et al., 2015), nutrient regulations (Gerber, Hedin, Oppenheimer,

Pacala, & Shevliakova, 2010; Thomas, Brookshire, & Gerber, 2015),

crop dynamics (Lu, Jin, & Kueppers, 2015) and disturbances (Landry,

Price, Ramankutty, Parrott, & Matthews, 2016; Shevliakova et al.,

2009; Yue et al., 2014) are all considered to be important components

that have been included in land models in recent years. As a result,

computational requirements surge further and become a bottleneck

for progress. It is almost impossible to get a full picture of the sensitiv-

ity of different C cycling processes to relevant parameters across the

globe. To conduct sensitivity tests, compromises have to be made, for

example, by choosing a small set instead of all relevant parameters,

prescribing initial conditions instead of through spin-up, or focusing on

a small local range instead of the global sensitivity.

There is a need for innovative tools to systematically tackle the

efficiency and traceability challenges faced by land C models. Several

model intercomparison projects (MIPs), such as CMIP5, TRENDY

(http://dgvm.ceh.ac.uk/node/9) and MsTMIP (Huntzinger et al.,

2013), were designed to diagnose, interpret and address disagree-

ments in model performance and to track uncertainties in future C

projections. These MIPs are helpful in identifying mismatches and

uncertainties among models, but remain largely descriptive rather than

insightful in tracing the origins of model differences. Xia, Luo, Wang,

and Hararuk (2013) developed a new framework to decompose the

complex model outputs into traceable components and track modeled

ecosystem C storage capacity through ecosystem C input (e.g., net pri-

mary productivity, NPP), and residence time. Unfortunately, this

framework is only applicable to steady state conditions. Koven, Lawr-

ence, and Riley (2015) used a similar approach to decompose the

dynamics of several CMIP5 model responses to CO2, climate, and both

CO2 and climate together using a 2-pool (live and dead) approximation

and concluded that model dynamics of both pools to all sets of forc-

ings are largely driven by productivity rather than turnover, which

likely represents a consistent bias shared by models. Luo et al. (2017)

explored transient dynamics of modeled terrestrial C in a 3-dimen-

sional (D) parameter space, i.e., C input, residence time, and the stor-

age potential which reflects the difference between C storage capacity

and actual C storage. The 3-D parameter space provides a novel theo-

retical framework to evaluate and trace transient C dynamics. It can

also potentially be used to understand and fundamentally improve the

low traceability issue of land models. The transient dynamics analysis

proposed by Luo et al. (2017) is based on matrix representation of C

cycle, which has not yet been realized in global models.

To address the above limitations, we develop a matrix approach

to global land C modeling. Specifically, we reorganize the 70 carbon

balance equations in the Community Land Model Version 4.5

(CLM4.5) into one matrix equation to describe C transfer among

organic pools in 10 soil layers. We first verify that the matrix equa-

tion fully reproduces simulation results of the original CLM4.5. Then,

we demonstrate scientific and technical advantages of this matrix

approach in two aspects: the calculation of diagnostic parameters,
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and the attribution of the global C cycle response to CO2 increases

to various component processes. We also discuss additional novel

applications of the matrix approach for model spin-up, traceability

analysis, data assimilation, and benchmark analysis.

2 | MATERIALS AND METHODS

2.1 | CLM4.5 overview

Community Land Model Version 4.5 couples processes that regulate

terrestrial energy, water, C and other biogeochemical cycles (Koven

et al., 2013; Oleson et al., 2013). Specifically for biogeochemistry,

CLM4.5 tracks vertically-resolved C and nitrogen (N) state variables in

different vegetation, litter and SOM pools. We focus mainly on

CLM4.5bgc which adopts the Century style soil C pool structure

(Koven et al., 2013).

Organic matter passes from vegetation pools (leaf, root and wood)

to coarse woody debris (CWD) and litter pools. CLM4.5bgc currently

divides litter into three categories, corresponding to metabolic, cellu-

lose and lignin materials (Figure 1). CWD is decomposed and respired

out as CO2 or gradually transferred into litter pools while decomposi-

tion of litter forms SOM. SOM is also represented by 3 categories with

different turnover times. SOM is transferred among different SOM

categories. In each soil layer, these transfers are regulated by transfer

coefficients, fractions respired as CO2, decomposition rates and envi-

ronmental (e.g., temperature, moisture and oxygen) and N conditions

that regulate decomposition rates. The model tracks soil C and N

dynamics up to 3.8 m depth with 10 soil layers. The same organic mat-

ter category among different vertical soil layers is allowed to mix

mainly through diffusion and advection in order to represent transport

processes such as bioturbation and cryoturbation through the soil pro-

file. Detailed description of biogeochemical processes is available in

Koven et al. (2013) and Oleson et al. (2013).

2.2 | Matrix representation

We reorganized the original model formulations into one matrix equa-

tion that captures CWD, litter and SOM dynamics. The state variables

of C pools are represented by a 70 9 1 vector X(t), i.e., (X1(t), X2(t),

X3(t), . . . , X70(t))
T, corresponding to seven organic C categories in

each of the soil layer for 10 layers. Changes in C pool size is:

dXðtÞ
dt

¼ BðtÞIðtÞ � AnðtÞKXðtÞ � VðtÞXðtÞ (1)

where B(t)I(t) (70 9 1) is the vegetation C inputs, which are distributed

along the soil profile among CWD and litter pools. The second term

(Aξ(t)KX(t)) in the right side represents C dynamics within one soil layer

that take into account SOM decomposition, losses through respiration

and transfers among different C categories in the same soil layer. The

third term (V(t)X(t)) captures C dynamics in the vertical soil profile

through different mixing mechanisms (e.g., diffusion and advection). t in

parentheses indicates that the corresponding process changes with time.

I(t) is the total organic C inputs while B(t) is the allocation vector

(70 9 1). K is a 70 9 70 diagonal matrix with each diagonal element

representing the intrinsic decomposition rate of each C pool. In

CLM4.5bgc, the intrinsic k terms are the same for all the 10 layers but

differ for each type of C category, so there will be 7 unique terms in the

matrix. K is modified by the scalar matrix ξ(t), a 70 9 70 diagonal matrix

with each diagonal element denoting environmental and N limiting fac-

tors that regulate decomposition. Each diagonal element (ξ0) of the sca-

lar matrix combines temperature (ξT), water (ξW), oxygen (ξO), depth (ξD),

and nitrogen (ξN) impacts on decomposition; of these elements in

CLM4.5bgc, all but ξN are the same for each pool within a given layer,

n0 ¼ nTnWnOnDnN (2)

A is the C transfer matrix (70 9 70) that quantifies C movement

among different categories. The diagonal entries of A are ones,

Coarse woody debris
CWDC
x1–10 

Fast SOM
Soil 1 

x41–50 

Metabolic litter
Litter 1
x11–20 

Lignin litter
Litter 3
x31–40 

Cellulose litter 
Litter 2
x21–30 

Slow SOM
Soil 2 

x51–60 

Passive SOM
Soil 3 

x61–70 

CO2
CO2 CO2 CO2

CO2
CO2 CO2

10 Layers
vertical mix  

F IGURE 1 Schema of CLM4.5bgc carbon processes on which the matrix equation (Equation 1) is based. The soil module tracks 7 carbon
pool categories that are distributed into 10 soil layers, resulting in 70 pools (x1–70) in the matrix representation. soil organic matter stands for
soil organic matter and coarse woody debris C (CWDC) for carbon from coarse woody debris. Red arrows indicate vertical carbon mixings
which can occur in both directions: from layer i to i + 1 or from layer i + 1 to i. Each CWDC, Litter 1, Litter 2 and Litter 3 layer obtains carbon
input from vegetation. In addition to vertical mixing, carbon can be either respired out of the system or transferred among different carbon
pool categories (green arrows)
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corresponding to the entire decomposition fluxes produced from

each C pool. The non-diagonal entries (aij) represent the fraction

of C moving from the jth to the ith pool. For example, a42 indi-

cates the fraction of C from the 2nd pool that is transferred to

the 4th pool during decomposition. In this way, the ith row of

the A matrix summarizes the fraction that exits and enters the ith

pool. In CLM4.5bgc, transfer coefficients are set to be the same

in each soil layer. The structure of A is illustrated through the

block matrix,

A ¼

A11 0 0 0 0 0 0
0 A22 0 0 0 0 0

A31 0 A33 0 0 0 0
A41 0 0 A44 0 0 0
0 A52 A53 0 A55 A56 A57
0 0 0 A64 A65 A66 0
0 0 0 0 A75 A76 A77

0
BBBBBBBB@

1
CCCCCCCCA

(3)

Each block entry represents a 10 9 10 matrix corresponding to

10 soil layers. The diagonal block entries (A11, A22, A33, A44, A55,

A66, A77) denote seven 10 9 10 identical matrices, while the non-

diagonal block entries (non-zeros) are 10 9 10 diagonal matrices

with different transfer coefficients for different matrices. Numbers

correspond to seven C categories, i.e., CWD, litter1, litter2, litter3,

soil1, soil2 and soil3. For example, A31 indicates the fraction of C

transferred from CWD to litter2. Since the transfer coefficient (f31)

is the same for different soil layers,

A31¼diagð�f31;�f31;�f31;�f31;�f31;�f31;�f31;�f31;�f31;�f31Þ (4)

V(t) denotes the vertical C mixing coefficient matrix,

VðtÞ ¼

V11 0 0 0 0 0 0
0 V22ðtÞ 0 0 0 0 0
0 0 V33ðtÞ 0 0 0 0
0 0 0 V44ðtÞ 0 0 0
0 0 0 0 V55ðtÞ 0 0
0 0 0 0 0 V66ðtÞ 0
0 0 0 0 0 0 V77ðtÞ

0
BBBBBBBB@

1
CCCCCCCCA

(5)

Each of the diagonal block is a tridiagonal matrix (except V11)

that describes mixings of the corresponding C pool category among

different soil layers. CLM4.5bgc assumes no vertical mixings of

CWD. Therefore, V11 is a zero matrix. As the vertical mixing rates

are not differentiated among different C pool categories, V22, V33,

V44, V55, V66, and V77 are identical with the following structure,

V22 ¼ diagðz1; z2; . . .; z10Þ�1

g1 �g1 0 0 � � � 0 0 0

�h2 h2 þ g2 �g2 0 � � � 0 0 0

0 �h3 h3 þ g3 �g3 � � � 0 0 0

0 0 �h4 h4 þ g4 � � � 0 0 0

..

. ..
. ..

. ..
. . .

. ..
. ..

. ..
.

0 0 0 0 � � � h8 þ g8 �g8 0

0 0 0 0 � � � �h9 h9 þ g9 �g9
0 0 0 0 � � � 0 �h10 h10

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

(6)

where the subscript numbers denote soil layers; g and h are vertical

mixing rates (in unit of depth/time, e.g., m/year) of C between the

current soil layer and the upper layer and between the current and

the lower layer respectively. z indicates the depth of each soil layer.

In CLM4.5bgc, gi = hi+1, i = 1, . . ., 9.

2.3 | Test and applications of matrix representation
of CLM4.5bgc

We incorporated this matrix representation into CLM4.5bgc and ran

in parallel with the original model (hereafter, the default) with the

same initial conditions and forcing. To verify the matrix representa-

tion, we conducted two tests: (i) a 1,000-year simulation at a single

site (Brazil, 7°S, 55°W) starting from near-zero carbon stocks; and

(ii), a transient 10-year global simulation starting from spun-up 1,850

initial conditions.

According to the mathematical foundation for transient C

dynamics derived in Luo et al. (2017), the behavior of most land C

cycle models can be diagnosed by three parameters: C input, resi-

dence time, and storage potential. To calculate these parameters,

Equation 1 can be rewritten as,

XðtÞ ¼ ðAnðtÞK þ VðtÞÞ�1BðtÞIðtÞ � ðAnðtÞK þ VðtÞÞ�1 dXðtÞ
dt

(7)

where ðAnðtÞK þ VðtÞÞ�1BðtÞIðtÞ is the C storage capacity, which

quantifies the maximum amount of C a system can store at the

given instantaneous environmental condition at time t. C storage

capacity consists of two components: C input IðtÞ and residence time

ðAnðtÞK þ VðtÞÞ�1BðtÞ under given C input and environmental condi-

tions. And ðAnðtÞK þ VðtÞÞ�1 dXðtÞ
dt is the C storage potential, i.e., the

difference between the storage capacity and the actual C storage.

To obtain ecosystem-level C residence time, we extended these

70 C pools to include three vegetation pools: leaf, stem and root.

We lumped the leaf transfer pool and storage pool from the original

model into one leaf pool. Similarly, live and dead stem transfer pools

and storage pools were treated as one stem pool, and live and dead

coarse root transfer pools and storage pools, fine root transfer pool

and storage pool make the root pool in the matrix representation.

We ran the matrix module embedded in a global version of

CLM4.5bgc and calculated the matrix diagnostics at an annual

TABLE 1 Simulation protocol to isolate the contribution of
different processes to the overall CO2 fertilization response

Component S0 S1 S2 S3 S4 S5

I I0 Ie Ie Ie Ie Ie

B B0 B0 Be Be Be Be

N N0 N0 N0 Ne Ne Ne

ɛ ɛ0 ɛ0 ɛ0 ɛ0 ɛe ɛe

V V0 V0 V0 V0 V0 Ve

I, total C input; B, allocation of C input; N, nitrogen status; ɛ, climatic

conditions; and V, vertical processes. Subscript 0 denotes conditions with

ambient atmospheric CO2 level (280 ppm), while subscript e corresponds

to elevated CO2 conditions (560 ppm). Each component is plugged into

the matrix representation of the CLM4.5bgc to estimate C pools under

six scenarios (S0–S6).
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timestep with temporal averaged matrix elements. To verify matrix

diagnostics, we compared C storage capacity after 360-year matrix

simulation with the steady state ecosystem C storage (DC < 0.001%

of total ecosystem C) obtained from CLM4.5bgc default accelerated

spin-up. We also examined a permafrost site in Alaska (63°530N,

149°130W) to illustrate the difference between calculation of resi-

dence time from the matrix approach and the standard method by

dividing carbon stocks by fluxes.

With the matrix approach, it is easy to disentangle different

processes that regulate C dynamics. To illustrate such functional-

ity, we examined the responses of dead C (CWD, litter and SOM)

to CO2 fertilization. We identified that changes in total C input,

allocation to different C pools, N status, environmental conditions

and vertical mixing are potential processes contributing to the

overall CO2 fertilization effects. We first ran the default

CLM4.5bgc with 280 ppm atmospheric CO2 concentration for

1:1 line

(a) (b)

(c) (d)

(e) (f)

F IGURE 2 Comparisons of dead C pools simulated from the matrix equation (Equation 1) vs. default CLM4.5bgc simulation at a Brazil site
(7oS, 55oW). The matrix module was run in parallel with the default CLM4.5bgc from scratch for 1,000 years. Left panels display coarse woody
debris C (CWDC, a), total litter C (c) and total soil C (e) from the matrix simulation, and the right panels (b, d, f) plot corresponding simulation
results from the default (x axes) vs. from the matrix module (y axes). The 1:1 lines indicate simulated C pools from the matrix module 100%
match these from the default CLM4.5bgc model
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10 years with initial C pools that approximate 1,850 equilibrium

conditions. In a second default CLM4.5bgc simulation, everything

is the same except with the 560 ppm atmospheric CO2 concentra-

tion. From these two simulations, we can obtain carbon input into

different litter pools (from which total carbon input and allocation

coefficients can be derived, Appendix S1), N scalar, environmental

scalars (e.g., soil moisture, temperature and oxygen) and active

layer depth (based on which the vertical mixing rates are derived,

Appendix S1) under both 280 and 560 ppm atmospheric CO2

concentrations. We fed these data into the matrix equation and

conducted a series of matrix operations as illustrated by Table 1

to attribute CO2 fertilization responses to process mentioned

above. The baseline matrix simulation (Equation 1, Table 1, S0)

was conducted with outputs of carbon inputs, N status, environ-

mental conditions and active layer depth from the 280 ppm

default CLM4.5bgc simulation. We manipulated these processes by

sequentially plugging in one dataset derived from the 560 ppm

default CLM4.5bgc simulation (Table 1). For example, S1 matrix

(a) (b)

(c) (d)

(e) (f)

F IGURE 3 C pools from the matrix module vs. the default CLM4.5bgc. Similarly as in Figure 2, the left three columns show simulation
results from the matrix module, while the right three columns display the corresponding absolute differences between the matrix and the
default CLM4.5bgc. Results are averaged over 10 years for displaying purpose
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simulation was conducted with total C input from CLM4.5bgc

560 ppm and all other conditions from CLM4.5bgc 280 ppm; S2

matrix simulation was conducted with total C input and the allo-

cation from CLM4.5bgc 560 ppm while the remaining conditions

based on CLM4.5bgc 280 ppm, and so on. Therefore, the contri-

bution of total C input is derived from the difference between S1

and S0, and the contribution of the allocation is the difference

between S2 and S1 and so on.

3 | RESULTS AND DISCUSSION

3.1 | Verification of matrix representation

The matrix model perfectly reproduces the default patterns in both

long timescale single site (Figure 2) and shorter timescale global

(Figure 3) simulations. At the Brazil site, C stocks accumulate with

time since the run was initialized with small C stocks (Figure 2).

The matrix simulation follows exactly the same pattern as the

default, illustrated by the fact that points fall exactly on the 1:1

line (Figure 2). At the global scale, differences between the matrix

approach and the default CLM4.5bgc simulated C pools are essen-

tially zero (Figure 3). Simulated soil C can reach the level of

100,000 gC/m2 in the northern high latitudes, while the largest dif-

ference between the matrix and the default is only around

0.02 gC/m2.

3.2 | Application 1: 3D parameter space for
diagnosis of the original model

Tropical regions have more C input (Figure 4a) while northern high

latitudes are characterized by long C residence time (Figure 4b), both

of which characteristics can lead to high C storage capacity (Fig-

ure 4c). After 360-years matrix simulation, the difference between

diagnosed C storage capacity and the steady state C stock from a

full default CLM4.5bgc spin-up is small, with a difference around

0.5% in global C stock estimation. The small difference is valid for

most of the global grid cells despite regional variations (Figure 4d).

Starting from the near-zero initial condition, ecosystem C input,

residence time, storage capacity and the actual C storage increase

with time (Figure 5). The actual C storage chases C storage capacity

until both reach the system steady state. When the actual C storage

grows slower than C storage capacity, C storage potential increases

with time and vice versa. And C storage potential stays at 0 when

the system stabilizes. The rate of change in C storage is proportional

to C storage potential based on the mathematical properties derived

from Luo et al. (2017), and C storage potential offers an additional

diagnostic on transient C dynamics.

In addition to the 3rd dimension (C storage potential) that brings

novel angle in diagnosing global land C dynamics, the matrix also

expands our understanding on C residence time. The common prac-

tice of dividing total C stocks by fluxes offers an easy mathematical

(a) (b)

(c) (d)

F IGURE 4 (a) Ecosystem C input (i.e., net primary production, NPP), (b) ecosystem C residence time (transit time), and (c) ecosystem C
storage capacity diagnosed from the matrix equation. (d) Difference between C storage capacity after 360 years of matrix simulation and the
steady state total carbon (DC < 0.001% of total global ecosystem C) from default CLM4.5 spin-up. Model configuration is slightly different
from simulations for Figure 3 with the decomp_depth_efolding (regulates the distribution of C input along the vertical profile) equals 10.0
instead of 0.5 in addition to the initial condition. This set-up requires less time for the default CLM4.5 to reach the steady state criterion and
reduces the chances that some grid cells (especially in the northern high latitudes) are not stabilized despite the global total carbon stock stays
relative stable
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way to calculate how long C is likely to stay in a certain compart-

ment and is widely applied in C cycling studies (Carvalhais et al.,

2014; Friend et al., 2014; Tian et al., 2015), but can be misleading

especially under non-steady state condition (Sierra, Muller, Metzler,

Manzoni, & Trumbore, 2016). At the Alaskan site, the matrix C

residence time is relatively constant after NPP is stabilized while

stock/NPP calculation still changes with time (Figure 5). In this case,

after NPP stabilizes, the system can be treated as an autonomous

system with constant input and decomposition rates at the annual

timescale. The stock/NPP approach is validate only when the system

is at steady state, but soil carbon still takes some time to reach the

steady state, which makes the stock/NPP residence time deviate

from that diagnosed from Equation 7. C residence time from Equa-

tion 7 provides information about system properties under given

carbon input and environmental conditions, treating the system at

each interested timestep as an autonomous system (constant input

and decomposition rates). In addition to the case illustrated here,

global land carbon models can also benefit from mathematical or

theoretical advancements in tracking residence time through the

non-autonomous system (with time dependent input, transfers,

decomposition rates or vertical mixing rates etc.) approach, such as

through the method presented by Rasmussen et al. (2016). C resi-

dence time from the matrix can be further decomposed into contri-

butions from intrinsic properties (e.g., the decomposability of SOM)

and external climate regulations (Xia et al., 2013), which offers more

detailed traceable information on C cycling studies.

3.3 | Application 2: attribution of terrestrial C
response to global changes

This application is to demonstrate the effectiveness of our matrix

approach to discern relative contributions of various processes to

the CO2 fertilization effects on litter and soil carbon dynamics. The

strongest CO2 fertilization impact lies in the tropical forests

(Figure 6a). And the largest contribution to the overall CO2 fertiliza-

tion response comes from the organic C input compared to other

potential factors, especially in the tropical forests (Figure 6b). In

some extra-tropical regions, CO2 fertilization-incurred N limitation of

decomposition rates has a relatively high contribution (Figure 6d).

Because of increased competition by plants under elevated CO2, the

resulting N limitation reduces the decomposition rate and therefore

increases C storage under elevated CO2. The contribution from

altered allocation is apparent in regions such as India, Northern Aus-

tralia and the non-tropical region of Africa. Altered soil environmen-

tal conditions have relatively small impacts on dead C responses to

CO2 fertilization in tropical regions, and have both strong positive

and negative impacts in different regions across the extra-tropical

regions (Figure 6e). The contribution from altered vertical mixing

process is generally small and almost zero especially outside the

northern high latitudes (Figure 6f).

3.4 | Other applications

Matrix approach makes it convenient to manipulate model compo-

nents through the organized matrix to explore broad scientific ques-

tions (Ahlstrom, Xia, Arneth, Luo, & Smith, 2015; Koven et al., 2015).

Global models are generally used to quantify the overall impact of glo-

bal changes on C dynamics, leaving contributions from particular pro-

cesses qualitative (Ciais et al., 2013; Devaraju, Bala, Caldeira, &

Nemani, 2016; Jenkinson, Adams, & Wild, 1991). In addition to

attributing dead C changes in response to global changes such as CO2

fertilization, warming and precipitation changes, the matrix tool is

adaptable to different manipulations for exploring specific scientific

questions. For example, it is relatively easy to expand the temperature

scalar on soil carbon decomposition to incorporate different forms of

temperature response functions (Zhou et al. under review). In this

way, it is straightforward to assess how assumptions about tempera-

ture sensitivity affect large scale SOM dynamics.

The matrix approach can also boost global land C modeling effi-

ciency through its semi-analytical solution. Despite carbon dynamics

in land models are non-autonomous systems which are difficult to

obtain analytical solutions (Rasmussen et al., 2016), we can still take

advantage of the matrix inverse calculations to approximate system

steady state and to help model spin-up. Lardy, Bellocchi, and Sous-

sana (2011) proposed a matrix-based approach through the Gauss-

Jordan elimination to effectively derive soil carbon equilibrium and is

applied to shorten the spin-up of the ORCHIDEE (Naudts et al.,
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2015) land surface model. Xia, Luo, Wang, Weng, and Hararuk

(2012) showed that the matrix semi-analytical solution can shorten

the time for spin-up of the global land C model, CABLE. Our C stor-

age capacity after 360-years simulation is close to the quasi-steady-

state obtained through default model spin-up, indicating that models

with vertical soil carbon discretization can also benefit from the

matrix approach. As the matrix approach semi-analytically solves soil

carbon equations, it offers an efficient way to save computational

resources for spin-up by one or two orders of magnitudes.

With its lower computational requirement, the matrix semi-analy-

tical solution also enables pool-based data assimilation. The inability

to assimilate C pool data has limited our ability to do global C model

calibration and the matrix alleviates this constraint. For example,

Hararuk, Xia, and Luo (2014) utilized the semi-analytical matrix

steady state calculation to assimilate observation-based SOC pools

to constrain global SOC predictions.

Furthermore, the matrix equation is generic and can be extended

to incorporate more model variations as well as to other land C

× ×

,

,

(a) (b)

(e) (f)

(c) (d)

F IGURE 6 Attribution of the total CO2 fertilization effect (a) to the relative contributions from different components or processes altered by
doubling of the preindustrial level atmospheric CO2 (from 280 to 560 ppm). Processes that response to CO2 fertilization include: (b), total litter
and coarse woody debris input; (c), allocation of the total C inputs into different C pools; (d), nitrogen status that regulates decomposition; (e),
climatic and other environmental factors that scale decomposition, i.e., soil moisture, temperature, oxygen and depth; and (f), vertical mixing
factors. The relative contributions are shown by percentage level (%) compared to the total CO2 fertilization effect from panel (a)
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models with different structures (Luo & Weng, 2011; Luo et al.,

2001, 2017; Sierra & Muller, 2015). The matrix equation offers a

general mathematic framework, which replicates the majority of cur-

rent SOM models and allows structural flexibility that facilitates

development of particular models at various levels of detail (Sierra &

Muller, 2015). We showed here that the matrix approach can repli-

cate the original land C model results even with vertically discretized

soil layers. The matrix is similarly flexible in accommodating more

variations, such as microbial dynamics and ecological demography

modeling, simply by adding additional elements in each matrix.

Divergences in modeled C pool structure are reflected in how many

dimensions the matrix has and interactions among matrix elements.

With its simplicity in coding, diagnostic capability, generic struc-

ture and computational efficiency, the matrix approach can improve

the efficiency of model intercomparison, benchmarking and uncer-

tainty assessment with an ensemble of matrix equations representing

the range of global land C model structures. In addition to CLM4.5

presented here, other global land models, such as CABLE (Xia et al.,

2012, 2013), LPJ-GUESS (Ahlstrom et al., 2015), CLM-CASA’(Har-

aruk et al., 2014) and CLM4.0 (Rafique et al., 2017; Wieder, Boehn-

ert, & Bonan, 2014), have showed that the matrix approach helped

model-data integration, model evaluation and improvement. And

matrix equations are also derived for the newly developed ORCHI-

DEE-MICT model (Guimberteau et al., 2017) which targets especially

on the high latitude regions. Collectively, the matrix reorganizations

of original models with a suite of novel matrix-based theory and

tools (Luo et al., 2017; Metzler & Sierra, 2017; Rasmussen et al.,

2016; Sierra et al., 2016; Xia et al., 2012, 2013) create a trackable

avenue for global model-data integration, benchmark and uncertainty

analyses. In addition, the matrix simulation can be conducted in

one’s personal computer (see Appendix S1 for an example MATLAB

program that can be run at the global scale), which creates a great

opportunity to explore carbon dynamics of earth system models (at

least offline) especially for educators and students.
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